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Abstract

Autonomous vehicles represent a new class of transportation that may be qualitatively different from existing cars. Two online experiments assessed lay perceptions of moral norms and responsibility for traffic accidents involving autonomous vehicles. In Experiment 1, 120 US adults read a narrative describing a traffic incident between a pedestrian and a motorist. In different experimental conditions, the pedestrian, the motorist, or both parties were at fault. Participants assigned less responsibility to a self-driving car that was at fault than to a human driver who was at fault. Participants confronted with a self-driving car at fault allocated greater responsibility to the manufacturer and the government than participants who were confronted with a human driver at fault did. In Experiment 2, 120 US adults read a narrative describing a moral dilemma in which a human driver or a self-driving car must decide between either allowing five pedestrians to die or taking action to hit a single pedestrian in order to save the five. The “utilitarian” decision to hit the single pedestrian was considered the moral norm for both a self-driving and a human-driven car. Moreover, participants assigned the obligation of setting moral norms for self-driving cars to ethics researchers and to car manufacturers. This research reveals patterns of public perception of autonomous cars and may aid lawmakers and car manufacturers in designing such cars.

Introduction

Suppose that, sometime in the next decade, you see a car driving along a city street. It approaches an intersection and a pedestrian who is crossing the road is hit by the car and injured. You call the local authorities and approach the scene of the accident. Upon looking into the vehicle, you see that there is no driver in the car – instead, it is a car that drives by itself. Is the pedestrian, the manufacturer, the owner, the government or no one to blame for the traffic accident?

Autonomous or “self-driving” vehicles face not only technological challenges but social ones as well. One major concern surrounds the perception of traffic incidents, as illustrated by the preceding scenario. Most people don’t have an immediate answer to such questions when they are posed. Autonomous vehicles have the potential to reduce the number of automobile accidents that occur on our roads; nevertheless, traffic accidents with autonomous cars will occur. Google reports their self-driving car has had one minor accident attributed to human error every 250,000 km since 2009 [1]. In comparison, the US government reports 185 crashes every 100 million miles, or 0.287 crashes every 250,000 km in 2009, which includes accidents of high severity [2]. How the public will respond to traffic incidents that occur with autonomous vehicles influences their adoption and development (e.g., [3,4]). Factors discouraging adoption of a new technology often outweigh factors encouraging adoption. In early studies of PC users, for example, social pressure and restrictive regulations motivated many potential users to not purchase, even in the presence of reasons to purchase [5]. In addition, the U.S. liability system punishes “sins of commission” rather than “sins of omission.” ([6]; cf. [7]) That is, the negative effects of introducing a new technology (e.g., a death resulting from a new airbag) are punished more severely than the negative effects of failing to introduce a new technology (e.g., a death that could have been prevented by a new airbag that was not released). Therefore, one factor discouraging adoption of self-driving cars is public uncertainty regarding the liability of accidents with this type of car.

Another potentially powerful factor discouraging adoption of self-driving cars is people’s uncertainty and discomfort regarding machines that might make decisions that harm human beings. Such decisions may very well be required of self-driving cars in rare but disconcerting traffic situations: when a more severe damage can be averted only by actively causing a less severe damage. Often cast as “moral dilemmas” [8, 9] when a person is the decision maker, these situations can reveal extant patterns of moral norms and responsibility judgments vis-à-vis autonomous cars. We undertake a first step toward identifying such patterns in this paper, hoping to inform lawmakers and manufacturers in designing mechanisms and regulations for self-driving cars.

Who is Responsible?

When examining how people assign moral and legal responsibility to autonomous cars for accident damage, we can distinguish between at least three targets of responsibility (Table 1). First, responsibility for accident damage could be ascribed to parties that produced the technology in question. Car manufacturer may be held responsible because of an “ultimate responsibility for their product.” [10] Programmers, as part of the “producer” broadly construed, make decisions about an automated vehicle’s operation ahead of time [11], and their designs take into account regulations valid at the time of design. Second, responsibility could be allocated to the human owner(s) in light of the risks they accept through using the autonomous vehicle, regardless of an ability to intervene [10]. Third, responsibility could be perceived to reside in the autonomous car itself if its decisions and actions...
are treated similarly to those of a human agent. People tend to perceive agency and human-like attributes in a wide range of lifeless objects (e.g., computers and moving shapes) without immediately directing their attention to the designer of those objects [12, 13]. It is unclear whether people would also ascribe agency (and potentially the ability to make important decisions) to autonomous vehicles.

Research Question: To which target will people allocate responsibility for an accident involving an autonomous car—to the producer, the owner, or the car itself?

Table 1. Potential responsibility targets for an autonomous vehicle accident.

<table>
<thead>
<tr>
<th>Target for Responsibility</th>
<th>Description</th>
<th>Potential Basis for Liability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Car manufacturer, government</td>
<td>Liability based on technology introduction</td>
<td>Commission</td>
</tr>
<tr>
<td>Car owner, user</td>
<td>Liability based on technology use or based on failure to intervene</td>
<td>Ownership</td>
</tr>
<tr>
<td>Car itself</td>
<td>Liability based on technology being an independent actor capable of moral decision-making</td>
<td>Agency</td>
</tr>
<tr>
<td>No one</td>
<td>No liability is assigned</td>
<td>N/A</td>
</tr>
</tbody>
</table>

**Do Moral Norms Apply to Cars?**

Moral issues with autonomous vehicles and robots are gaining attention as the application of these technologies grows. Cars may be considered to be moral agents based on their domain of operation rather than their ability to have beliefs, intents and judgments. In the immediate future, the behavior of an autonomous car may be engineered as lane-keeping, distance-following and obstacle-avoidance algorithms. But autonomous vehicles may be developed with high levels of decision-making ability [14]. Higher level modules that control selective activation and deactivation of lower level modules have been designed to meet the control requirements of an autonomous vehicle capable of handling diverse terrain such as road traffic [15]. Whether such capacities include explicit moral decision-making is as yet unclear because it is not an easy feat to code morals into machines [16, 17]. Nevertheless, scholars in the field of road vehicle automation have asserted that the domain of road vehicle travel involves risk and that the allocation of such risk constitutes an ethical decision [11]. Clearly, any current or near-future autonomous system lacks the wealth of knowledge people use to make moral decisions, such as characteristics of victims or subtle features of the environment. However, a car’s actions in road traffic can have moral consequences, and if an algorithm or artificial intelligence faces a situation with moral consequences, it is possible that its actions would be considered motivated by morals [16]. This effect may be particularly salient with autonomous vehicles because people are more likely to attribute intentional agency to a moving object when they lack control over its movement [18].

If people treat an autonomous car as an agent in this way, they may apply familiar moral norms to this agent, just as they respond to robots that cheat, lie or perform morally questionable actions as they would to humans (e.g., [19]). Alternatively, people could apply different norms to an autonomous car. For example, people more strongly expect a robot, compared to a human, to solve a moral dilemma situation by making a utilitarian decision—sacrificing one person while saving four [20].

Research Question: Do people expect autonomous vehicles to take utilitarian actions when facing moral dilemmas?

**Experimental Paradigm**

Two online text-based experiments assessed public perception of responsibility (Study 1) and moral norms (Study 2) in accidents involving autonomous vehicles. Text-based methodologies have been employed in the domain of traffic accident analysis to assess public perception of safety issues such as running red lights [21], speeding [22] and seat belt usage [23], and they have been extensively employed in research on human moral judgment (e.g., [24]).

**Study 1**

**Method**

One hundred and twenty participants (60 M, 60 F) between 19 and 64 years old ($M = 32.2; SD = 9.8$) were recruited from Amazon Mechanical Turk (MTurk) for an online experiment. Participants with IP addresses originating in the US were selected. Participants had between 0 and 48 years of experience driving ($M = 14.4, SD = 10.3$). The highest level of education (completed or in progress) was college or a Bachelor’s degree for 86 participants, high school for 26 participants and post-graduate for 7 participants. Participants were paid $8.80 ($16/hr) for the study that took approximately 3 minutes.

Two MTurk online tasks (one for females, one for males) were created to achieve gender balance in the study. Each task directed participants to a common Qualtrics survey, described as being about “traffic scenarios” so as to be applicable to both autonomous and normal cars. Participants were randomly assigned to read one of six scenario descriptions as part of a 2 (Motorist type: Autonomous car or Normal car) × 3 (Fault: Motorist-fault, Pedestrian-fault or Both-fault) between-participants study with separate randomization pools for females and males. A full factorial design was used to avoid the effects of presentation order (cf. [25]). Participants then answered questions about responsibility attribution in an automobile incident (“How much are each of the following parties to blame for the traffic accident?”; 10-point Likert scale from “No Blame” to “Full Blame”) with the following judgment targets: the pedestrian, the manufacturer of the car, the government agency that regulates traffic standards in the area, the developer of the software algorithm for the car, the owner of the car, and the car itself. The last three targets were omitted in the human-
driver condition and replaced by the driver of the car. The manufacturer and software developer were both included as judgment targets, although in the analysis phase we test whether they both constitute the “producer” of the autonomous car. The presentation order of the choices was randomized with the last choice always being “Other (please specify).” Participants were also asked, in an open-ended text field, which party they felt was most to blame for the traffic incident and why.

Table 2: List of vignettes for Study 1 (variations in experimental manipulations are highlighted in blue for Fault and in red for Motorist Type).

<table>
<thead>
<tr>
<th>Party-at-fault</th>
<th>Autonomous</th>
<th>Human-driven car</th>
</tr>
</thead>
<tbody>
<tr>
<td>Text: Pedestrian-fault</td>
<td>An autonomous car is driving by itself along a city street to pick up its owner. It approaches an intersection. A pedestrian does not notice the car because they are not paying attention. The pedestrian crosses the intersection when they are not supposed to. The pedestrian is hit by the car and injured.</td>
<td>A person is driving along a city street. Their car approaches an intersection. A pedestrian does not notice the car because they are not paying attention. The pedestrian crosses the intersection when they are not supposed to. The pedestrian is hit by the car and injured.</td>
</tr>
<tr>
<td>Text: Motorist-fault</td>
<td>An autonomous car is driving by itself along a city street to pick up its owner. It approaches an intersection. The car’s object identification system does not detect a pedestrian because the pedestrian is not distinguishable from the background. The car enters the intersection when it is not supposed to. The pedestrian is hit by the car and injured.</td>
<td>A person is driving along a city street. Their car approaches an intersection. The driver does not notice a pedestrian who is crossing because they are not paying attention. The driver crosses the intersection when they are not supposed to. The pedestrian is hit by the car and injured.</td>
</tr>
<tr>
<td>Text: Both-fault</td>
<td>An autonomous car is driving by itself along a city street to pick up its owner. It approaches an intersection. The car does not detect a pedestrian who is crossing because the pedestrian is not distinguishable from the background. The pedestrian does not notice the car because they are not paying attention. Both the car and the pedestrian enter the intersection when they are not supposed to. The pedestrian is hit by the car and injured.</td>
<td>A person is driving along a city street. Their car approaches an intersection. The driver does not notice the pedestrian and the pedestrian does not notice the car because both are not paying attention. Both cross the intersection when they are not supposed to. The pedestrian is hit by the car and injured.</td>
</tr>
</tbody>
</table>

* Scenarios for a fully autonomous car were preceded by “For the following scenario, please imagine that this is in the future and it is legal for autonomous cars to drive themselves.” Images were created by a member of the research team, incorporating a car image © Jibran. Available: http://www.clker.com/clipart-white-car-top-view.html

Materials

In all experimental conditions, the text description of the traffic scenario was accompanied by an illustration (Table 2). The text varied for motorist type by referring to a fully autonomous car in the Autonomous car condition or a human driver in the Normal car condition. The text also varied by fault condition, following [26]: Pedestrian-fault, Motorist-fault, or Both-fault. The critically varying phrases were “they are not paying attention” (pedestrian or driver) and “the car does not detect a pedestrian” (autonomous vehicle).

Pedestrian detection is a key feature of autonomous vehicles with some systems performing very accurately (e.g., [27]), while it is still conceivable that such systems may fail due to the high variability of contexts in which the system needs to function [28]. Human failure to pay attention was used instead of a description of a specific traffic situation (such as running a red light) to maintain consistent scenarios across vignettes and because distracted driving is one of the top risk factors for traffic accidents [29-31]. Several potentially varying factors were held constant (but would be interesting variables in future research): the illustration, accident severity (“seriously injured”), information about why the autonomous car was at fault and how the car operates, location (local street), and precipitating situation (pedestrian crossing the street). The last two variables were most prevalent in studies of real-life pedestrian-motor vehicle crashes [26].

Results

Manipulation check

Planned simple contrasts conducted in R showed that, as intended, greater responsibility was assigned to the pedestrian in the Pedestrian-fault condition than in the Motorist-fault condition for the Normal car, \( t(57) = 5.93, p < .0001, d = 1.6 \). Greater responsibility was also assigned to the pedestrian in the Pedestrian-fault condition than in the Both-fault condition for the Normal car, \( t(57) = 3.14, p = .003, d = .83 \). Similarly, greater responsibility was assigned to the driver in the Motorist-fault condition than in the Pedestrian-fault condition for the Normal car, \( t(56) = 6.04, p < .0001, d = 1.6 \). No difference was found in responsibility assigned to the driver between Motorist-fault and Both-fault conditions, \( t(56) = 0.91, p = .369 \).

Responsibility for accident

Overall, an autonomous car was judged to be less responsible than a human driver in a traffic accident. A linear regression was performed on rating of driver responsibility with Motorist type, Fault and their interaction as predictors, treating the condition of Pedestrian-fault and Normal car as the reference category, \( F(5,113) = 9.58, p < .0001, d = 1.8 \). In the Motorist-fault condition, people assigned less blame to an Autonomous car at fault compared to the driver of a Normal car at fault, while there was no difference in blame for the Pedestrian-fault condition, interaction effect \( t(113) = -3.145, p = .002, d = .59 \) (Figure 1).
Targets of responsibility

Motorist type influenced the selection of who was responsible for the accident. Multiple linear regression analyses were performed with Motorist type, Fault and their interaction as predictors and responsibility assignments as the response variables. Lower responsibility was assigned to the owner of an Autonomous car than to the owner of a Normal car, $t(113) = -2.98, p = .004, d = .56$. Greater responsibility was assigned to the manufacturer/software developer with an Autonomous car than with a Normal car, $t(114) = 6.11, p < .0001, d = 1.14$ (Figure 2), as well as greater responsibility to the government, $t(114) = 3.37, p = .001, d = .63$. As expected, ratings for the manufacturer and software developer were found to be similar and therefore their items were combined, Pearson’s $r = 0.68$, $t(58) = 7.144$, $p < .001$. No interaction effects were found: participants assigned greater responsibility to the government and the manufacturer with an Autonomous car than with a Normal car even when the car was not at fault.

Difficulty

Motorist type influenced judgment difficulty in the one critical condition. Responsibility was more difficult to assign with the Autonomous car compared to the Normal car for the Motorist-fault condition, $t(112) = 2.19, p = .031, d = .41$ but not for other conditions.

Qualitative responses

With a Normal car, people’s unconstrained responses to the question of which target has the greatest responsibility in the accident were as expected: the pedestrian was mentioned as most responsible in the Pedestrian-fault condition and the driver was mentioned as most responsible in the Motorist-fault condition. In contrast, judgments varied for an Autonomous car: both pedestrian and driver were mentioned as most responsible in the Pedestrian-fault condition while various parties were mentioned in the Motorist-fault and Both-fault conditions. Table 3 lists examples.

Table 3. Sample responses for party most responsible for accident.

<table>
<thead>
<tr>
<th>Motorist</th>
<th>Fault</th>
<th>Sample response</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal car</td>
<td>Pedestrian-fault</td>
<td>“The pedestrian. He or she should be watching where he is walking! Always look both ways and all that”</td>
</tr>
<tr>
<td>Motorist-fault</td>
<td></td>
<td>“The driver of the car is fully at blame because he wasn’t paying attention. He should have stopped at the crosswalk to let the pedestrian pass”</td>
</tr>
<tr>
<td>Both-fault</td>
<td></td>
<td>“The driver, because they are operating the car and should be aware of their surroundings more than a pedestrian”</td>
</tr>
<tr>
<td>Autonomous car</td>
<td>Pedestrian-fault</td>
<td>“The pedestrian is most to blame because they were not paying attention and crossed when they shouldn’t have”</td>
</tr>
<tr>
<td>Motorist-fault</td>
<td></td>
<td>“The designer of the automated car should be held responsible because his object identification system isn’t good enough yet”</td>
</tr>
<tr>
<td>Both fault</td>
<td></td>
<td>“The car and related companies should take most (70/30) of the blame. The pedestrian has to assume some responsibility for crossing the road without paying attention.”</td>
</tr>
</tbody>
</table>

Discussion

Study 1 demonstrated that people did not hold an autonomous car as responsible for an accident as they held a human driver in the same situation. In particular, even when the autonomous car was at fault, people blamed it much less than they blamed the human driver when at fault. However, when the pedestrian was at fault, blame for both autonomous car and human driver was low. In addition, people assigned greater responsibility to the manufacturer and to the government for a traffic incident with a self-driving car compared to a human-driven car. This pattern held regardless of whether the motorist or the pedestrian was at fault.
People therefore appear reluctant to consider an autonomous car as a viable agent that can be blamed for an accident; instead, they step back and identify producers of this car (manufacturers and programmers) and the government as the ones to blame. People may still consider autonomous vehicles as potentially dangerous new technology and therefore put responsibility into the hands of those who can (now) prevent or (in the future) correct any damage this technology causes. These exploratory results should be taken as tentative because blame assigned to all parties was in the middle of the scale in the autonomous car conditions; thus, respondents may have been generally uncertain about how to assign responsibility in the study. This does not make the finding insignificant, however, because if an accident like this happened right now, the general public (and possible jury members) would display similar uncertainty.

In the current study, blame ratings for each party were analyzed independently from one another, even though responsibility and blame are generally allocated across multiple parties depending on their contributions to the outcome [32]. By presenting two more possible targets of responsibility in the autonomous versus human driver conditions, we may have prompted people to distribute a “fixed pool” of blame more sparsely across the parties in the autonomous condition. However, the mean blame was 5.66 in the autonomous car condition and 4.20 in the human condition, making sparse distribution of blame very unlikely.

One limitation of the present study is that only one element was varied in the manipulation of fault. Specific causes of product failure influence consumer reaction [33] so it is possible that different causes of autonomous vehicle fault (e.g., algorithm limitation, electrical malfunction) could influence responsibility attribution.

A second factor that could hinder adoption of autonomous vehicles is the uncertainty surrounding their behavior in moral dilemmas. Study 2 investigated how moral norms apply to cars that incorporate algorithms for high-level decision-making.

**Study 2**

**Method**

One hundred and twenty participants (60 M, 60 F) between 19 and 64 years old ($M = 33; SD = 10.4$) were recruited from Amazon Mechanical Turk (MTurk) in the same manner as in Study 1. Participants had between 0 and 48 years of experience driving ($M = 14.4, SD = 10.3$). The highest level of education completed or in progress was college or a Bachelor’s degree for 93 participants, high school for 21 participants and post-graduate for 6 participants. Participants were paid $.80 ($16/hr) for the study that took approximately 3 minutes. Studies 1 and 2 were run concurrently but employed the same randomization pool so that no participant who completed one study could complete the other.

The procedure was identical to Study 1, except with different manipulations and measures. Participants were randomly assigned to read one of six vignettes as part of a 3 (Motorist type: Autonomous car, Handover or Normal car) × 2 (Victim: Single pedestrian or Motorist) online between-participants study. Study 2 added a “Handover” level for Motorist type: participants in this condition read a vignette in which the human driver takes over control of the autonomous car at the time of action. Victim referred to whether the vignette gave the motorist the choice of harming either a single pedestrian or the motorist to save five pedestrians. After reading the description of a moral dilemma scenario, participants answered a question on moral norms (“Should the [car / person] steer to the lane with [one person / the large truck] or stay in the lane with five people?”) and one question on the appropriate target of responsibility for deciding an autonomous car’s actions (“Who should determine the best way for [an autonomous car / a person] to respond to this situation?”). The presentation order of judgment targets was randomized.

**Materials**

Text descriptions with an accompanying illustration (Appendix A) were used as in Study 1. We used the classic “trolley problem” [9] as a starting point but made two major modifications. First, we changed the setting to be a traffic scenario that could realistically involve autonomous vehicles. Second, whereas the classic trolley problem describes the scene from the perspective of the main actor (such that the reader is placed “in their shoes”), we described the scene in the third person to assess general moral norms rather than individual preferences for action.

**Results**

**Moral norms**

Across conditions, three quarters (75%) of participants said the motorist should switch lanes, 7% said it should stay in the current lane, 11% said either was acceptable and 8% said they didn’t know. To examine whether these percentages depended on car type, a logistic regression analysis was conducted in R with Motorist type, Victim and their interaction as predictor variables. The percentage of participants who selected the (utilitarian) choice of switching lanes did not significantly differ by Motorist type or Victim for either the omnibus test, $χ^2(2, N = 120) = 6.14, p = .73$, or main effect tests. 82.5% of participants who read a situation with an Autonomous car said the car should make a switch; 75% in the Handover condition said the person should make the switch; and 67.5% who read the Normal car condition said the person should make the switch. Although not significant, these percentages and their relative order are similar to Malle et al. [19] (78% of participants said a robot should select a utilitarian choice and 65% said a human should). Systems with greater automation may be more strongly expected to make utilitarian decisions than those with more human control.
Table 4: Frequencies of selecting options for action in a moral dilemma.

<table>
<thead>
<tr>
<th>Moral norm</th>
<th>Normal car</th>
<th>Experimental conditions</th>
<th>Autonomous car</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Single pedestrian victim</td>
<td>Motorist victim</td>
<td>Single pedestrian victim</td>
</tr>
<tr>
<td>Non-utilitarian (injure 5 people in current lane)</td>
<td>0</td>
<td>2 (10%)</td>
<td>0</td>
</tr>
<tr>
<td>Utilitarian (injure victim)</td>
<td>13 (65%)</td>
<td>14 (70%)</td>
<td>16 (80%)</td>
</tr>
<tr>
<td>Either</td>
<td>3 (15%)</td>
<td>3 (15%)</td>
<td>2 (10%)</td>
</tr>
<tr>
<td>Don’t Know</td>
<td>4 (20%)</td>
<td>1 (5%)</td>
<td>2 (10%)</td>
</tr>
</tbody>
</table>

Setting moral norms

To examine people’s judgments of who should determine moral norms for autonomous vehicles, we used multiple linear regression analyses with Motorist type and Victim as a predictor variables and responsibility assignments as the response variables. No differences were found in the responsibility assigned to the public or government (Table 5, rows 1-2). Greater responsibility was assigned to ethics researchers for deciding the moral behavior of an Autonomous car compared to a Normal car, \( t(114) = 3.48, p < .001, d = .65 \). Similar main effects were found for manufacturer and software developers. The manufacturer and the software developer were judged as more responsible for deciding moral norms for an Autonomous car than for a Normal car, \( t(114) = 1.94, p = .055, d = .36 \) and \( t(114) = 3.28, p < .01, d = .61 \). Conversely, the car owner was judged as less responsible for deciding moral norms for an Autonomous car or a Handover than they were for a Normal car, \( t(114) = -2.68, p < .01, d = -0.50 \) and \( t(114) = -2.91, p < .01, d = -0.55 \). The car driver was also judged as less responsible for deciding moral norms for an Autonomous car or a Handover than for a Normal car, \( t(114) = -3.25, p = .002, d = -0.61 \) and \( t(114) = -2.30, p = .023, d = -0.43 \).

Interaction effects were also found for manufacturer and software developer situations. Greater responsibility was assigned to the manufacturer when the victim was a Motorist compared to a Single pedestrian for a Normal car, while no difference in responsibility was found with a Handover, \( t(114) = -2.05, p = .042, d = -0.38 \). This same interaction was found for the software developer, \( t(114) = -2.49, p = .014, d = -0.47 \). The scenario where the victim was the Motorist involved the car hitting a large truck and may have prompted participants to consider the car’s structural strength.

Discussion

In Study 2, it was more acceptable for an autonomous car to make a utilitarian decision to injure either a single pedestrian or a motorist than it was to decide to injure five pedestrians. In addition, autonomous cars were expected to make utilitarian decisions more so than people were, though this effect did not reach significance. It is possible that an autonomous vehicle that is portrayed as having more agent-like features (e.g., a voice, name, perhaps even a virtual face on a screen) would be more strongly expected to follow moral utilitarian norms than the car described in this study. The two options used for the dilemma (to “stay in the lane and injure one person” or “switch lanes to injure one instead of five people”) were also selected because of their similarity to those used in past work, but may have favored the switching action too heavily, since almost all participants selected that option. Wording effects may also have influenced results, particularly as terms such as “should”, “wrong” and “permissible” activate separate psychological constructs [24].

Conclusion

Two experiments evaluated public perceptions of accidents involving autonomous vehicles. In Experiment 1, people ascribed less responsibility to an autonomous car when at fault than to a human driver when at fault. People did not treat the autonomous car as an independent moral agent responsible for its own actions. They instead identified the car manufacturer and the government as the parties responsible for the technology. In Experiment 2, ethics
researchers and car manufacturers were judged as having a greater obligation for deciding moral norms governing the actions of a self-driving car compared to a human driver. Moreover, there was a trend that people preferred autonomous vehicles to make a utilitarian decision when faced with the dilemma of possibly sacrificing one life to save five others.
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Appendix

Appendix A: Vignettes used in Experiment 2 (variations in experimental manipulations are highlighted in blue for Switch Target and in red for Autonomy)

<table>
<thead>
<tr>
<th>Vignette component</th>
<th>Motorist type</th>
<th>Single pedestrian</th>
<th>Victim</th>
<th>Motorist</th>
</tr>
</thead>
<tbody>
<tr>
<td>Text</td>
<td>Fully autonomous car</td>
<td>An autonomous car that is driving to pick up its owner is traveling along a road with two lanes when a tire blows out. The car brakes but detects that it won't be able to stop before hitting five people who are crossing the road in the car's current lane. The car can steer to move itself from one lane to the other lane where it would hit one person who is crossing at this moment. Whether the car stays in its current lane or moves to the other lane, any pedestrian the car will hit would be seriously injured.</td>
<td>An autonomous car that is driving to pick up its owner is traveling along a road with two lanes when a tire blows out. The car brakes but detects that it won't be able to stop before hitting five people who are crossing the road in the car's current lane. The car can steer to move itself from one lane to the other lane where it would hit a large truck that is driving towards it at this moment. If the car stays in its current lane, the pedestrians the car will hit would be seriously injured. If the car moves to the other lane, the car would be seriously damaged in the collision with the truck.</td>
<td></td>
</tr>
<tr>
<td>Handover action</td>
<td></td>
<td>An autonomous car that is driving by itself is traveling along a road with two lanes when a tire blows out. The person sitting in the driver's seat of the car takes over and brakes but realizes that the car won't be able to stop before hitting five people who are crossing the road in the car's current lane. The person in the car can manually steer to move the car from one lane to the other lane where it would hit one person who is crossing at this moment. Whether the car stays in its current lane or moves to the other lane, any pedestrian the car will hit would be seriously injured.</td>
<td>An autonomous car is driving by itself along a road with two lanes when a tire blows out. The person sitting in the driver's seat of the car takes over and brakes but realizes that the car won't be able to stop before hitting five people who are crossing the road in the car's current lane. The person in the car can manually steer to move the car from one lane to the other lane where it would hit a large truck that is driving towards it at this moment. If the car stays in its current lane, the pedestrians the car will hit would be seriously injured. If the car moves to the other lane, the driver of the car would be seriously injured in the collision with the truck.</td>
<td></td>
</tr>
<tr>
<td>Normal car</td>
<td></td>
<td>A car is traveling along a road with two lanes when a tire blows out. The driver brakes but realizes that the car won't be able to stop before hitting five people who are crossing the road in the car's current lane. The driver can steer to move the car from one lane to the other lane where it would hit one person who is crossing at this moment. Whether the car stays in its current lane or moves to the other lane, any pedestrian the car will hit would be seriously injured.</td>
<td>A car is traveling along a road with two lanes when a tire blows out. The driver brakes but realizes that the car won't be able to stop before hitting five people who are crossing the road in the car's current lane. The driver can steer to move the car from one lane to the other lane where it would hit a large truck that is driving towards it at this moment. If the car stays in its current lane, the pedestrians the car will hit would be seriously injured. If the car moves to the other lane, the driver of the car would be seriously injured in the collision with the truck.</td>
<td></td>
</tr>
</tbody>
</table>

All motorist types